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Abstract—Scalable beamforming design (SBD) is an effective
way to improve the computation efficiency of downlink communi-
cations. To this end, this paper proposes a scalable unsupervised
network (SUNet) for SBD in cell-free systems. According to
the analysis of beamforming characteristics, we first derive two
architectural conditions for the SUNet. Then we confirm that the
proposed SUNet achieves SBD within the improved computation
efficiency as long as these two architectural conditions are met.
With respect to the SUNet, an effective architecture search (EAS)
algorithm is proposed. By applying a subpopulation selection
strategy, the EAS algorithm automatically searches the desired
architectures to fulfill the two architectural conditions of the
SUNet, which avoids the labor-intensive task of manually setting
the architectures. Furthermore, when the EAS algorithm calcu-
lates the individual fitness value, a parameter mapping strategy
is proposed to map the parameters of the trained SUNet to the
targeted SUNet as initial parameters, which reduces the number
of iterations in the training process of the SUNet. Experimental
results show that the SUNet reaches 95% of the upper bound
of the scalable sum rate, where the sizes of areas as well as the
number of base stations (BSs) and users are 5 times of these in
training.

Index Terms—Scalable beamforming design, architecture
search, unsupervised deep learning, cell-free systems.

I. INTRODUCTION

TO provide ultra-reliable low-latency communications

(URLLC) in the beyond 5G (B5G) wireless systems,

the idea of cell-free networks has emerged [1]. For a cell-

free network, multiple base stations (BSs) cooperate to si-

multaneously serve users within the network coverage area,

which potentially resolves many of the interference issues that

appear in current cellular networks [2]. Moreover, due to the

high directivity of the beamforming design, it is also applied

in cell-free systems to improve the performance of downlink

communications [3]. Nevertheless, as the beamforming design
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is non-convex, effective optimization is a challenging problem

[4], especially when the number of BSs and users increases.

By applying a convex optimization method to approximate the

solution, the weighted minimum mean square error (WMMSE)

algorithm [5] obtained a stable solution for the beamforming

design. Note that the WMMSE algorithm in cell-free systems

tends to operate centrally rather than locally due to the limited

computing power of users and the reduced signaling burden

[6], [7]. The WMMSE algorithm has demonstrated excellent

performance and was, thus, widely utilized as a benchmark for

the beamforming design [8], [9]. Unfortunately, the WMMSE

algorithm requires multiple matrix inversions, which seriously

increases the computational complexity of the beamforming

design.

Deep learning can improve the computation efficiency

compared to traditional optimization algorithms [10], and it

has been widely applied in communication systems for the

beamforming design [11]. In particular, [12] applied the deep

neural networks (DNNs) to design the downlink beamforming,

which reduces the computational complexity compared with

the WMMSE algorithm. Similarly, the convolutional neural

networks (CNNs) were utilized in [13] to further reduce

the computational complexity of the downlink beamforming

design by leveraging the parameter sharing of the convolution

kernel. Unfortunately, the above works take a supervised

approach to train, which requires the label information. For

this reason, based on the loss function characterized by the

negative value of the sum rate, [14] proposed two unsuper-

vised DNNs with lower computational complexity for the

hybrid analog-digital beamforming design in cell-free systems.

Following this unsupervised training approach, [15] used the

deep reinforcement learning (DRL) to realize the beamforming

design for cell-free systems, and it also effectively improves

the computational efficiency with respect to the WMMSE

algorithm. However, as the sizes of wireless networks rapidly

increase, the number of users in cell-free systems increases

significantly, where the computational burden of training a

deep learning algorithm to implement the beamforming design

becomes extremely large and unbearable. This indeed imposes

a pressing challenge to the deep learning.

Recently, the scalability provides a new idea for solving

the above problems efficiently. Specifically, the scalability

means that the algorithm is able to scale to an enlarged

wireless network without re-optimizing the parameters that

are trained with respect to the small-sized wireless networks

[16], thus leading to an improved computation efficiency of
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the beamforming design. Note that the scalability defined in

this paper is different from that defined in [17]. The scalability

in [17] means that each access point (AP) in cell-free systems

can realize the channel estimation, precoding, power control,

fronthaul signaling with finite computational complexity and

resource requirements, when the number of users tends to be

infinite. This is outside the scope of this paper. The scalability

in this paper refers to the fact that the deep learning models

obtained by training on the small-sized wireless networks do

not need to re-optimize the network parameters to directly

scale to the large-sized wireless networks [16]. It also means

that this scalable approach only needs to be trained on the

small-sized wireless networks instead of the large-sized wire-

less networks, thus effectively improving the computational

efficiency of the beamforming design in cell-free systems.1

During this scalability process, the number of users and BSs

usually change dynamically, so the dimension of the output

beamforming should also change accordingly. This results

in a necessary requirement for scalable beamforming design

(SBD), i.e., the dimension of the output beamforming changes

with that of the input channel.2

Some existing deep learning algorithms are hard to flexibly

meet the above condition. Particularly, the deep learning

methods in [12], [13], [14], [15] usually contain multiple fully

connected (FC) layers [22], in which the number of neurons

in these FC layers is fixed and cannot be changed easily,

if the dimension of the input channel changes. To improve

the scalability, the graph neural networks (GNNs) [23] have

been applied to communication systems. The GNNs usually

model the channel of communication systems according to the

node and edge features of the graph [24]. For instance, [25]

fulfilled SBD in device to device (D2D) communication sys-

tems by designing the message passing graph neural networks

(MPGNNs). Analogously, to achieve SBD in heterogeneous

D2D communication systems, [16] proposed a heterogeneous

interference graph neural network (HIGNN). However, these

GNNs algorithms are difficult to apply in cell-free systems,

because they model one node according to one BS rather than

multiple BSs in cell-free systems. This leads to an increase in

the feature dimension of the node from one-dimensional (1D)

to two-dimensional (2D). To this end, it is necessary to develop

SBD in cell-free systems. It is interesting to observe that the

output dimension of the convolution operation is determined

by the input dimension and the convolutional architectural

parameters, i.e., the sizes of the convolutional kernel, sliding

step and zero padding, the number of the convolutional ker-

1Note that the few-shot learning [18], meta-learning [19], transfer learning
[20] and large-scale pre-trained models [21] first train a model on numerous
different source task datasets to learn a priori knowledge (e.g., model
initialization parameters), and then retrain the model on the target task dataset
with the learned prior knowledge. Based on the above training process, if these
four methods are applied to implement SBD in cell-free systems, they require
training the model on both the small- and large-sized wireless networks. This
incurs a huge computational burden and thus hardly meets the scalability
defined in this paper.

2When scaling from the large- to small-sized wireless networks, it is easy to
train the DNNs with padding zeros for inactive parameters. Yet, when scaling
from the small- to large-sized wireless networks, it is hard to train the DNNs
with padding zeros for inactive parameters. Thus, this paper uses SBD to
solve the scaling problem of the small- to large-sized wireless networks.

nels. More specifically, for an output three-dimensional (3D)

feature of the convolution operation, the width and height

of the 3D feature are decided by the input dimension as

well as the sizes of the convolutional kernel, sliding step and

zero padding, where the last dimension of the 3D feature

is decided by the input dimension and the number of the

convolutional kernels. Accordingly, it is encouraged to derive

some architectural conditions for implementing SBD in cell-

free systems by combining these convolutional architectural

parameters with the beamforming characteristics.

On the other hand, the performance of the deep learning

mainly depends on its architectures and the corresponding

parameters [26]. Unfortunately, the above works manually

set these architectures, which is labor-intensive as such a

manual design requires many trial-and-error processes [27].

To solve this problem, the neural architecture search (NAS)

[28] algorithms are proposed to automatically search the

architectures of deep learning algorithms. Current popular

NAS algorithms are the evolutionary computation-based NAS

algorithms, which effectively integrates the advantages of

the evolutionary computation and gradient descent algorithms

[29]. Typically, a genetic algorithm is used in [30] to search

for the best architectures of CNNs, and experimental results

have demonstrated its effectiveness. Since then, numerous

evolutionary computation-based NAS algorithms have been

proposed. These NAS algorithms achieve the automatic search

of the architectures, which avoids the labor-intensive task of

setting the architectures manually. However, in the processes

of searching for the architectures, the changing relationship

between output and input is not taken into account by these

NAS algorithms, making them difficult to meet the require-

ment of SBD in cell-free systems. Thus, it is necessary to

investigate an automatic architecture search algorithm that is

suitable for SBD in cell-free systems.

Based on the above considerations, this paper has the

following two objectives. One objective is to design a deep

learning model that enables SBD in cell-free systems, i.e., the

deep learning model is able to scale to the large-sized wireless

networks by only training on the small-sized wireless net-

works without training on the large-sized wireless networks.

Obviously, this would effectively improve the computational

efficiency of the beamforming design in cell-free systems.

Another objective is to design an automatic architecture search

algorithm suitable for SBD in cell-free systems without the

labor-intensive task of manually setting the architectures. To

achieve these two objectives, this paper proposes a scalable

unsupervised network (SUNet) 3 with an effective architecture

search (EAS) algorithm. More specifically, the major contri-

butions are summarized as follows:

1) A SUNet incorporating the residual CNNs and the at-

tention module is proposed to achieve SBD in cell-free

systems, which improves the computational efficiency of

3In the practical scenarios of hosting large events such as concerts or
football matches, the number of users is huge, where the computational burden
of training a deep learning model for the beamforming design in such practical
scenarios is correspondingly huge and unacceptable. Apparently, the SUNet is
well suited for such practical scenarios with higher computational efficiency,
i.e., the SUNet also has good practicality in practical scenarios.
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TABLE I: List of high frequency notations

Notation Description Notation Description

Q, I The sets of BSs and users Q, I The number of BSs and users
M , N The number of BS and user antennas i, j, q The user indexes and the BS index

Hi The channel of the Q to the ith user H The channel of the Q to the I

H3D
mod The 3D real channel of the Q to the I v

q
i The beamforming of the qth BS to the ith user

vi The beamforming of the Q to the ith user V The beamforming of the Q to the I

(•)H The conjugate transpose of the matrix C, R The sets of complex and real numbers
n The index of the individual in a population l The index of the SUNet’s layer
t The index of the evolutionary computation iteration h The index of the SUNet training iteration

Npop The population size N sub
pop The subpopulation size

pm The mutation probability pc The crossover probability

Gmax The maximum number of iterations Pt The population of the tth iteration

P sub
t The subpopulation of the tth iteration Qsub

t The new offspring subpopulation of the tth iteration

V
l−1

SUNet
The input of the lth layer of the SUNet Vl

SUNet The output of the lth layer of the SUNet

Al
Θ
(•) The attention module in the lth layer of the SUNet Al

SUNet The output of Al
Θ
(•)

Rl
Θ
(•) The residual block in the lth layer of the SUNet Rl

SUNet The output of Rl
Θ
(•)

the beamforming design. Specifically, the residual CNNs

are able to achieve the dimension of the output beam-

forming varying with that of the input CSI, i.e., it realizes

SBD in cell-free systems. The attention module mitigates

the drawback of cell-free systems, i.e., longer-range BSs

serving users consume valuable power and bandwidth

resources while contributing little useful power due to

high path losses.

2) An EAS algorithm is proposed. By utilizing a subpopula-

tion selection strategy, the EAS algorithm automatically

searches for the desired architectures of the SUNet, which

avoids the labor-intensive task of manually setting the

architectures.

3) A parameter mapping strategy is proposed. When the

EAS algorithm calculates the individual fitness value, the

targeted SUNet of each individual is trained from the ini-

tialization, which needs many iterations to be converged.

For this reason, the parameter mapping strategy maps the

parameters of the trained SUNet to the targeted SUNet of

these individuals as initial parameters, which reduces the

number of iterations in the training process of the SUNet.

The rest of this paper is organized as follows: In Section II,

the system model is introduced. In Section III, the principle

of the SUNet is introduced. In Section IV, the principle of the

EAS algorithm is introduced. In Section V, some numerical

results are given, which include the performance evaluation of

the EAS algorithm, and the scalable performance evaluation

of the SUNet. In Section VI, some conclusions are provided.

The main notations are summarized in Table I.

II. SYSTEM MODEL

Consider a cell-free downlink system with Q BSs and

I users, which are equipped with M and N antennas, re-

spectively. All BSs are connected to a central processing

unit (CPU) through backhaul links to exchange information,

where the CPU is able to obtain global channel information

to collaboratively design the beamforming for improving the

system sum rate [9]. That is, SBD operates centrally. Let

Q = {1, · · · , Q} and I = {1, · · · , I} be the sets of BSs

and users, respectively. To simplify the notation, let i and j

represent the indexes of users, and q represent the index of

BS. The received signal of the ith user is defined as

yi = Hivisi +
∑

j 6=i

Hivjsj + zi ∈ C
N×1, (1)

where Hi ∈ CN×QM represents the channel matrix of the BS

setQ to the ith user. vi ∈ CQM×1 represents the beamforming

vector of the BS set Q to the ith user. si represents the data

sent to the ith user. zi represents the additive noise following

the complex Gaussian distribution CN
(

0, σ2
i I
)

, in which I is

the identity matrix. Based on Hi and vi, the channel and beam-

forming matrices of the BS set Q to the user set I are defined

as H =
[

HH
1 , · · · ,HH

i , · · · ,HH
I

]H
∈ CIN×QM and

V =
[

v1, · · · ,vi, · · · ,vI

]

∈ CQM×I , respectively.

The achievable rate of the ith user is defined as

Ri = log
∣

∣I + Hiviv
H
i HH

i R
−1
ṽiṽi

∣

∣ , (2)

where (•)H, (•)−1 and |•| represent the conjugate transpose,

inverse and determinant of the matrix, respectively. Rṽiṽi

represents the covariance matrix at the ith user, which is

defined as

Rṽiṽi =
∑

j 6=i

Hivjv
H
j HH

i + σ2
i I. (3)

The beamforming design can be transformed into the maxi-

mization sum rate problems under the power constraint, which

is defined as

max
vi

∑

i∈I

Ri,

s.t.
∑

i∈I

(vq
i )

H
v
q
i ≤ Pmax, ∀q ∈ Q,

(4)

where v
q
i represents the beamforming vector of the qth BS to

the ith user. The relationship between v
q
i and vi is described

as vi =
[

(v1
i )

H, · · · , (vq
i )

H, · · · , (vQ
i )H

]H

. Pmax rep-

resents the BS maximum power.

Since the optimization problem (4) is non-convex, tradi-

tional optimization algorithms usually approximate to it by

a convex optimization problem. For example, the WMMSE

algorithm [5] first introduces a weighting matrix to transform
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Fig. 1: The proposed SUNet.

the optimization problem (4) into an equivalent minimization

MSE optimization problem with three convex optimization

variables vi, ui, and wi. This MSE optimization problem

is then solved by using the block coordinate descent (BCD)

[31] algorithm to iteratively fix two optimization variables

and update the third optimization variable. Specifically, the

optimization variables ui and wi have closed expressions, i.e.,

ui =





∑

j∈I

Hivjv
H
j HH

i + σ2
i I





−1

Hivi, (5)

wi =
(

1− vH
i HH

i ui

)−1
. (6)

When the optimization variables ui and wi are fixed after

updating, the optimization variable vi is convex, which can be

solved by standard convex optimization algorithms. Through

the above iterative solution process, the stable solution of the

optimization problem (4) is obtained. However, due to the high

computational complexity of multiple matrix inversions, the

WMMSE algorithm becomes unaffordable when the system

size goes large.

To improve the calculation efficiency of the beamforming

design, deep learning becomes a good alternative. However,

many deep learning-based beamforming design algorithms like

the DNNs [12] and CNNs [13] can not easily realize SBD. By

contrast, the GNNs-based MPGNNs [25] and HIGNN [16]

can implement SBD, which cannot be applied to cell-free

systems. Additionally, these deep learning algorithms set their

architectures manually, which is labor-intensive because this

manual setting requires many trial-and-error processes. For

this purpose, it is necessary to carry out the research of the

EAS for SBD in cell-free systems.

III. DESIGN OF SUNET

In this section, we pay our attention on SBD for cell-

free systems. Specifically, the SUNet is first proposed to map

the beamforming from the channel. Meanwhile, based on the

beamforming characteristics, the two architectural conditions

of the SUNet are also given. Finally, the SBD of the SUNet is

derived on the fulfillment of the two architectural conditions.

A. Proposed SUNet

Fig.1 illustrates the proposed SUNet. It includes the input

layer, SUNet and output layer. The input layer converts the

2D complex channel matrix H ∈ CIN×QM into the 3D real

channel tensor. The SUNet maps the 3D real beamforming

tensor from the 3D real channel tensor. The output layer

transforms the 3D real beamforming tensor into the 3D com-
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plex beamforming tensor, which is satisfied with the power

constraint.4

1) Input Layer: H ∈ CIN×QM and V ∈ CQM×I are com-

plex matrices, while deep learning algorithms are performed

in real numbers. For this reason, the input layer first solves the

modulus value of H ∈ CIN×QM to get the 2D real channel

matrix H2D
mod ∈ RIN×QM . Then H2D

mod ∈ RIN×QM is converted

into the 3D real channel tensor H3D
mod ∈ RQ×I×MN .

2) SUNet: In order to achieve SBD in cell-free systems, the

dimension of the output beamforming should flexibly change

with that of the input channel. The transformer [32], long

short-term memory (LSTM) [33] and gated recurrent unit

(GRU) [34] are actually some state-of-the-art deep learning

algorithms. However, the multi-layer perceptron (MLP) in the

feedforward network of the transformer, and the FC in the

LSTM and GRU fail to achieve SBD in cell-free systems, since

the number of neurons in the MLP and FC is fixed without

changing when the input dimension varies. On the contrary, the

output dimension of the convolution operation is determined

by the input dimension and the convolutional architectural pa-

rameters. Therefore, it is possible to derive some architectural

conditions for SBD implementation in cell-free systems by

combining these convolutional architectural parameters with

the beamforming characteristics. For this reason, the SUNet

applies the CNNs based on the convolutional operation instead

of the transformer, LSTM and GRU. Furthermore, since the

residual block (RB) structure of the CNNs effectively avoids

the gradient disappearance problem, following [35], the SUNet

applied the CNNs to construct the RB structure, i.e., Rl
Θ(•)

module in Fig.1. It contains the convolution layer (CL), 1× 1
CL, batch normalization (BN) layer, activation layer (AL).

More specifically, the CL in Rl
Θ(•) mainly realizes the feature

extraction [36]. The 1×1 CL inRl
Θ(•) adjusts its architectures

to ensure that the outputs of the CL and 1 × 1 CL in Rl
Θ(•)

have the same dimension, which forms an identity mapping

[35] to effectively avoid the gradient disappearance problem.

The BN layer reduces the overfitting probability [37], and the

AL achieves the non-linearization of the feature [38].

In addition, cell-free systems exist with the unfavourable

fact that longer-range BSs serving users take up precious

power and bandwidth resources yet contribute little useful

power at the users due to high path losses [2]. In other words,

for a user in cell-free systems, the modulus of the channel in-

formation for the longer-range BSs will usually be smaller than

that of the shorter-range BSs due to the larger path losses of the

longer-range BSs. Accordingly, to reduce the above-mentioned

unfavourable problem, when dealing with the modulus of the

channel information corresponding to the longer-range BSs,

their corresponding weights can be set to smaller values for

suppressing, and vice versa. For this purpose, the SUNet

also applies an attention mechanism [39], as illustrated in the

Al
Θ(•) of Fig.1. It includes the 1× 1 CL, AL and BN layer,

which are similar to Rl
Θ(•), except that the 1 × 1 CL in the

attention module Al
Θ(•) has different architectural parameters.

To be more specific, when the elements corresponding to the

4In this paper, the first, second and third dimensions of the 3D channel and
beamforming tensors are represented as the width, height and third dimension,
respectively.

longer- and shorter-range BSs in H3D
mod ∈ RQ×I×MN are

operated through the attention module Al
Θ(•), the 1 × 1 CL

of the attention module Al
Θ(•) will compute the attention

weights for the longer- and shorter-range BSs, respectively.

Owing to the parameter-sharing mechanism of the 1 × 1 CL,

i.e., the parameters of the 1 × 1 CL are the same for the

elements corresponding to the longer- and shorter-range BSs in

H3D
mod ∈ RQ×I×MN , the corresponding weights of the longer-

range BSs are smaller than those of the shorter-range BSs.

That is, the elements corresponding to the shorter-range BSs

in H3D
mod ∈ RQ×I×MN are weighted with larger values for

highlighting, while the elements corresponding to the longer-

range BSs in H3D
mod ∈ R

Q×I×MN are weighted with smaller

values for suppressing. This effectively reduces the above-

mentioned unfavourable problem in cell-free systems.

Finally, it is well known that the shallow neural networks

have the limited feature extraction ability, while the deep

neural networks have the better feature extraction ability [40].

Consequently, this paper employs the deep structure that takes

the output features of the previous layer as the inputs of the

next layer, i.e., the l − 1th layer’s output features Vl−1
SUNet are

used as the inputs of the lth layer. In summary, the SUNet

applies the deep structure that combines the residual CNNs

and the attention mechanism.

3) Output Layer: Since the beamforming required by the

optimization problem (4) is complex numbers, the 3D real

beamforming tensor outputted by the SUNet is converted to

the 3D complex beamforming tensor by using the following

equation.

Vcom = VL
SUNet[:, :, 0 : M ] + jVL

SUNet[:, :,M : 2M ], (7)

where VL
SUNet represents the output 3D real beamforming

tensor of the SUNet, and Vcom represents the converted 3D

complex beamforming tensor. Besides, as the power constraint

is a decoupled convex constraint, it can be satisfied by a

projection function [41]. For this reason, Vcom is inputted into

a projection function to satisfy the power constraint, i.e.,

v
q
i =











v
q
i if

∑

i∈I

(vq
i )

H
v
q
i ≤ Pmax,

v
q

i
∑

i∈I

(vq

i )
H
v
q

i

Pmax otherwise.
(8)

B. SBD of SUNet

In this subsection, we deduce the SBD of the SUNet

in detail. Specifically, for the lth layer of the SUNet, its

calculation formulas are defined as

Rl
SUNet = R

l
Θ(V

l−1
SUNet), (9)

Al
SUNet = A

l
Θ(V

l−1
SUNet), (10)

Vl
SUNet = Rl

SUNet ⊗ Al
SUNet, (11)

where Vl−1
SUNet represents the input of the lth layer of the

SUNet. Note that V0
SUNet = H3D

mod ∈ RQ×I×MN . Θ represents

the parameters of the SUNet. Rl
Θ(•) represents the RB opera-

tion in the lth layer of the SUNet. Rl
SUNet represents the output

of Rl
Θ(•). A

l
Θ(•) represents the operation of the attention

module in the lth layer of the SUNet. Al
SUNet represents the
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output of Al
Θ(•). ⊗ represents the Hadamard product of the

2D matrix and 3D tensor, in which the dimensions of the 2D

matrix are equal to the width and height of the 3D tensor.5

Vl
SUNet represents the output of the lth layer of the SUNet.

In what follows, we combine the formulas (9)-(11) and

the beamforming characteristics to derive the two architec-

tural conditions of the SUNet. More specifically, for the

optimization problem (4), the beamforming has the following

characteristics: when the dimension of the input 3D real

channel tensor H3D
mod is Q× I×MN , the output beamforming

should be a 3D complex tensor with dimension Q × I ×M ,

which can be converted into a 3D real tensor with dimension

Q × I × 2M . That is, the width and height of the input 3D

real channel tensor are equal to those of the output 3D real

beamforming tensor, where the size of the third dimension

is changed from MN to 2M . On the other hand, the output

dimension of the SUNet is determined by the input dimension

and its architectures, which should satisfy some conditions for

the above beamforming characteristics, as follows.

To convenience the subsequent description, let kwl , khl , pwl ,

phl , swl , shl represent the width and height for the convolution

kernel, zero padding and sliding step in Rl
Θ(•), respectively.

Also, let cl represent the number of the convolution kernels

in the CL of Rl
Θ(•). Note that kwl , khl , cl, s

w
l , shl , pwl , phl

l = 1, · · · , L are also the architectures of the SUNet.

Remark 1: When swl = 1, shl = 1, if pwl = 1

2
(kwl − 1), phl =

1

2
(khl − 1), both pwl , phl and kwl , khl are positive integers, then

wVl
SUNet

= w
V
l−1

SUNet
, hVl

SUNet
= h

V
l−1

SUNet
due to the same convolution

[42], [43]. In which, wVl
SUNet

, hVl
SUNet

,w
V
l−1

SUNet
and h

V
l−1

SUNet
represent

the width and height of V
l
SUNet and V

l−1
SUNet, respectively.

Remark 2: When swl > 1, shl > 1, if pwl = 1

2
(wl−1s

w
l −

wl−1− swl + kwl ), p
h
l = 1

2
(hl−1s

h
l −hl−1− shl + khl ), and pwl ,

phl , swl , shl , kwl , khl are positive integers, then wVl
SUNet

= w
V
l−1

SUNet
,

hVl
SUNet

= h
V
l−1

SUNet
due to the same convolution [42], [43].

Obviously, as long as the architectures kwl , khl , swl , shl , pwl ,

phl in each layer of the SUNet satisfy Remark 1 or Remark

2, the width and height of the output beamforming VL
SUNet of

the SUNet are Q× I , which are equal to the width and height

of the input 3D real channel tensor H3D
mod. In addition, if the

architecture cL in the last layer of the SUNet is set to 2M ,

then the output beamforming VL
SUNet of the SUNet is a 3D

real tensor with dimension Q× I × 2M . Consequently, the

two architectural conditions of the SUNet are summarized in

Remark 3.

Remark 3: The two architectural conditions of the SUNet

can be expressed as:

1) The kwl , khl , swl , shl , pwl , phl in each layer of the SUNet

satisfy Remark 1 or Remark 2.

2) The cL in the last layer of the SUNet is equal to 2M .

For Remark 3, the architectural condition 1 determines the

width and height of the output 3D real beamforming tensor

of the SUNet, where the architectural condition 2 determines

the third dimension of the output 3D real beamforming tensor

5For example, for the 2D matrix A ∈ Ra×b and the 3D tensor B ∈

Ra×b×c, A⊗B is calculated as follows: A ∈ Ra×b is first copied c times
to become C ∈ Ra×b×c, and then the Hadamard product is performed on
C ∈ Ra×b×c and B ∈ Ra×b×c.

of the SUNet. It is obvious that the SUNet will output the

3D real beamforming tensor of dimension Q× I × 2M when

the dimension of the input 3D real channel tensor H3D
mod is

Q× I ×MN and the two architectural conditions in Remark

3 are satisfied.

In the following, we study SBD for the architectures of the

SUNet satisfying the two architectural conditions in Remark

3.

Remark 4: When the sizes of wireless networks gradually

increase, the number of BSs and users increase, i.e., Q →
Q + ∆Q and I → I + ∆I , and the dimension of the input

3D real channel tensor H
3D
mod is changed from Q × I ×MN

to (Q + ∆Q) × (I + ∆I) × MN , where ∆I and ∆Q are

integers. Obviously, as long as the two conditions in Remark

3 are satisfied, the dimension of the output beamforming V
L
SUNet

of the SUNet is changed from Q × I × 2M to (Q + ∆Q) ×
(I +∆I) × 2M without re-optimizing the parameters, which

satisfies the necessary condition of SBD in the introduction.

In summary, based on Remark 1, Remark 2, Remark 3 and

Remark 4, as long as the architectures of the SUNet satisfy

the two conditions in Remark 3, the SUNet achieves SBD for

cell-free systems.

IV. DESIGN OF EAS ALGORITHM

According to Section III.B, as long as the two architectural

conditions in Remark 3 are met, the SUNet realizes SBD for

cell-free systems. Since manually setting the architectures of

the SUNet is labor-intensive, this section proposes the EAS

algorithm to automatically search the desired architectures

of the SUNet. In particular, the EAS algorithm applies the

subpopulation selection strategy to make the searched archi-

tectures satisfy the two architectural conditions in Remark

3. Meanwhile, the EAS algorithm also uses the parameter

mapping strategy to reduce the number of iterations in the

training process of the SUNet. For clarity, we first introduce

the subpopulation selection strategy and parameter mapping

strategy, then introduce the EAS algorithm, and finally discuss

the generality of the EAS algorithm.6

A. Subpopulation Selection Strategy

For each layer of the SUNet, the convolution kernel size

kwl × khl , the sliding step size swl × shl , and the zero padding

size pwl ×p
h
l should all be lower than the width and height Q×I

of the input 3D channel tensor channel H3D
mod, otherwise it will

cause logical errors. Besides, the number of the convolution

kernels cL in the last layer of the SUNet should be equal

to 2M . To realize these, the population initialization is first

introduced to code these architectures, which is shown in

Function 1. Firstly, the bit of the individual is defined as

b = L (3 (⌊log2(Q)⌋+ ⌊log2(I)⌋) + ⌈log2(2M)⌉) , (12)

where ⌊•⌋ and ⌈•⌉ represent the rounded down and up integers,

respectively. Then, an individual P0,n with a binary number of

6To simplify the notation, let n, l, t and h represent the index of the
individual in a population, the index of the SUNet’s layer, the index of the
evolutionary computation iteration, the index of the SUNet training iteration,
respectively.
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Function 1: Population Initialization

Input: Npop, Q, I , M , L.

Output: P0.

1 b← Calculate the individual’s bit by using (12);

2 P0 ← ∅;
3 for n← 1 to Npop do

4 P0,n ← Randomly generate a individual with b bits;

5 P0 ← P0 ∪ P0,n;

6 end

Return: P0.

Function 2: Subpopulation Selection Strategy

Input: Pt.

Output: P sub
t .

1 P sub
t ← ∅;

2 for n← 1 to Npop do

3 Pt,n ← Calculate the nth individual;

4 for l← 1 to L do

5 (kwl , k
h
l , p

w
l , p

h
l , s

w
l , s

h
l , cl)← Decode the architec-

tures of each layer from Pt,n using (13);

6 end

7 if (L layer architectures (kwl , khl , pwl , phl , swl , shl ) all

satisfy Remarks 1 or 2) and (cL = 2M ) then

8 P sub
t ← P sub

t ∪ Pt,n;

9 end

10 end

Return: P sub
t .

b bits is randomly generated, in which the encoding between

the individual P0,n and the architectures of the lth layer of

the SUNet is represented as















































kwl = Condec
bin (P0,n[l0 : l1]),

khl = Condec
bin (P0,n[l1 : l2]),

pwl = Condec
bin (P0,n[l2 : l3]),

phl = Condec
bin (P0,n[l3 : l4]),

swl = Condec
bin (P0,n[l4 : l5]),

shl = Condec
bin (P0,n[l5 : l6]),

cl = Condec
bin (P0,n[l6 : l7]),

(13)

where Condec
bin (•) represents converting the binary to the deci-

mal. l0 = (l − 1) (3 (⌊log2(Q)⌋+ ⌊log2(I)⌋) + ⌈log2(2M)⌉),
l1 = l0+⌊log2(Q)⌋, l2 = l1+⌊log2(I)⌋, l3 = l2+⌊log2(Q)⌋,
l4 = l3+ ⌊log2(I)⌋, l5 = l4 + ⌊log2(Q)⌋, l6 = l5+ ⌊log2(I)⌋,
l7 = l6 + ⌈log2(2M)⌉, and (l7 − l0) × L = b. Evidently, the

encoding of the formula (13) ensures that kwl × khl , swl × shl ,

pwl ×phl are all lower than Q× I , and cL can be taken to 2M .

Finally, the initialized population P0 is generated by looping

Npop times.

Based on SectionIII.B, the SBD of cell-free systems can

be implemented only if the searched architectures satisfy the

two architectural conditions of Remark 3. However, traditional

NAS algorithms do not take the changing relationship be-

tween output and input dimensions into account, and thus

Function 3: Parameter Mapping Strategy

Input: Dtrain, Dval, SUNettea, Wtea, H , R, indn.

Output: fn.

1 SUNetn ← Decode the nth individual indn;

2 Wn ← Represent the parameters required by SUNetn;

3 Wtea ← Extract the parameters of SUNettea;

4 Map Wtea as the initial parameters of Wn;

5 h← 1;

6 while h < H do

7 for each batch data in Dtrain do

8 ℓ← Calculate the loss function by using (14);

9 ∇Wn ← Calculate gradients using ∂ℓ/∂Wn;

10 Wn ← Update parameters using Wn−R×∇Wn;

11 end

12 h← h+ 1;

13 end

14 fn ← Calculate the fitness value of SUNetn on Dval by

using
∑

i∈I

Ri

Return: fn.

struggle to ensure that the searched architectures satisfy the

two architectural conditions in Remark 3. For this reason,

the subpopulation selection strategy is proposed, as shown in

Function 2. Firstly, an empty subpopulation set P sub
t is defined.

Then, the first individual Pt,1 of the population Pt is decoded

into the architectures of each layer of the SUNet by using

the formula (13). If these architectures satisfy Remark 1 or

Remark 2, and cL = 2M , the individual is stored in P sub
t ,

otherwise discarded. Finally, the above operations are repeated

Npop times to obtain the subpopulation P sub
t .

B. Parameter Mapping Strategy

In computing the fitness value, traditional NAS algorithms

usually first decode each individual in P sub
t into the corre-

sponding architectures, then initialize and train the model on

the training data, and finally calculate the fitness value of each

individual on the validation data. This means that traditional

NAS algorithms need to train the model from initialization for

each individual in P sub
t , which usually takes many iterations to

converge [44]. On the other hand, the crossover and mutation

operations in the evolutionary computation will not completely

break the individual structure, i.e., the partial structures of

newly generated individuals are similar to their parents. If

the parameters corresponding to these similar parts can be

mapped, the models of the newly generated individuals do not

need to be trained from the initialization. Evidently, this will

reduce the number of iterations in the training process. For

this purpose, the parameter mapping strategy is proposed, as

shown in Function 3.

The inputs of Function 3 are the training data Dtrain,

the validation data Dval, the trained teacher model SUNettea

and its parameters Wtea, the nth individual indn, the num-

ber of iterations H , the learning rate R, respectively. The

output of Function 3 is the fitness value fn of the nth
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individual indn. Firstly, the nth individual indn in the sub-

population P sub
t is decoded into the corresponding SUNetn.

Secondly, the required parameters of SUNetn can be rep-

resented as Wn =
[

W1
n, · · · ,Wl

n, · · · ,WL
n

]

, in

which Wl
n ∈ R

w
Wl
n
×h

Wl
n
×c

Wl
n is the parameters of the

lth layer of SUNetn. Next, the parameters of the trained

teacher model SUNettea are extracted and represented as

Wtea =
[

W1
tea, · · · ,Wl

tea, · · · ,WL
tea

]

, where Wl
tea ∈

R
w

Wl
tea
×h

Wl
tea
×c

Wl
tea is the parameters of the lth layer of SUNettea.

Then, the parameters Wl
tea of SUNettea are mapped into the

parameters Wl
n of SUNetn as initial parameters. Specifi-

cally, if wWl
tea
≥ wWl

n
or hWl

tea
≥ hWl

n
, then the central

wWl
n
× hWl

n
× cWl

tea
dimension data of Wl

tea are mapped into

Wl
n. Otherwise, the all data of Wl

tea are mapped into the central

part of Wl
n, where the values of other parts of Wl

n are assigned

with 1. At this point, the dimension of the initial parameters

of Wl
n is wWl

n
× hWl

n
× cWl

tea
. If cWl

tea
≥ cWl

n
, then the first

wWl
n
× hWl

n
× cWl

n
dimension data of Wl

n are used as the

initial parameters. Otherwise, the all data of Wl
n are used as

the initial parameters, in which the values of other parts of

Wl
n are assigned with 1. Subsequently, the gradient descent

algorithm is used to update the parameters of the mapped

SUNetn through an unsupervised training way (see lines 6-

13), where the unsupervised loss function is defined as

ℓ = −
∑

i∈I

Ri. (14)

Finally, the fitness value fn of SUNetn on the validation data

Dval is calculated by using
∑

i∈I

Ri.

C. EAS Algorithm

Based on the above two strategies, the EAS algorithm is pro-

posed to automatically search for the desired architectures that

satisfy the two architectural conditions of the SUNet, which

is shown in Algorithm 1. The inputs of Algorithm 1 are the

population size Npop, the subpopulation size N sub
pop < Npop, the

maximum number of iterations Gmax, the crossover probability

pc, and the mutation probability pm, respectively. The output

of Algorithm 1 is the best SUNet. Firstly, an initial population

P0 with the size of Npop is generated by using the encoding

strategy in Function 1, where an initial subpopulation P sub
0 is

selected by using Function 2. Then, the fitness value of each

individual in the subpopulation P sub
0 is calculated by using the

parameter mapping strategy of Function 3. Subsequently, the

new offspring subpopulation Qsub
t is generated by the selection,

crossover, and mutation operations (see lines 10-18). After-

wards, the subpopulation P sub
t+1 that enters the next iteration

is selected by the environmental selection (see lines 19-20).

Finally, the processes of the new offspring subpopulation Qsub
t

and subpopulation P sub
t+1 are iterated to Gmax to output the best

individual, which is decoded into the corresponding SUNet.

For the convenience of the reader, a toy example of the

scalability of the single layer SUNet is shown in Fig.2.

Firstly, when training on the small-sized wireless networks,

the dimension of the input 3D real channel tensor can be

denoted as Q × I × MN . By applying the EAS algorithm

Algorithm 1: EAS

Input: Npop, N sub
pop , Gmax, pc, pm.

Output: The best SUNet.

1 P sub
0 ← ∅;

2 while Size
(

P sub
0

)

< N sub
pop do

3 P0 ← Initialize the population by Function 1;

4 Pmid
0 ← Select the subset of P0 by Function 2;

5 P sub
0 ← P sub

0 ∪ Pmid
0 ;

6 end

7 Evaluate the fitness value by Function 3;

8 t← 0;

9 while t < Gmax do

10 Qsub
t ← ∅

11 while Size
(

Qsub
t

)

< N sub
pop do

12 p1, p2 ← Select two parents from P sub
t ;

13 q1, q2 ← Generate two offspring by pc and pm;

14 qsub
1 , qsub

2 ← Select the subset by Function 2;

15 if qsub
i /∈ ∅ then (where i = 1 and i = 2)

16 Qsub
t ← Qsub

t ∪ qi ;

17 end

18 end

19 Evaluate the fitness value by Function 3;

20 P sub
t+1 ← Select N sub

pop individual from P sub
t ∪Qsub

t ;

21 t← t+ 1;

22 end;

23 Select the best individual and decode it to the corre-

sponding SUNet.

to search the single layer SUNet architectures, the searched

architectures are kw1 × kh1 = 3 × 5, sw1 × sh1 = 1 × 1,

pw1 × ph1 = 1 × 2, c1 = 2M , respectively. Accordingly, the

width and height of the output 3D real beamforming tensor

are (Q+2×1−3

1
+ 1) × ( I+2×2−5

1
+ 1) = Q × I . In addition,

due to c1 = 2M , the third dimension of the output 3D real

beamforming tensor is 2M . That is, the dimension of the out-

put 3D real beamforming tensor is Q×I×2M . Subsequently,

when scaling to the large-sized wireless networks, the number

of users and BSs usually increases, i.e., the dimension of the

input 3D real channel tensor is changed from Q × I ×MN
to (Q + ∆Q) × (I + ∆I) × MN . Without re-optimizing

the parameters, the architectures are still kw1 × kh1 = 3 × 5,

sw1 × sh1 = 1 × 1, pw1 × ph1 = 1 × 2, c1 = 2M , respectively.

Consequently, the width and height of the output 3D real

beamforming tensor are changed into (Q+∆Q+2×1−3

1
+ 1)×

( I+∆I+2×2−5

1
+ 1) = (Q + ∆Q) × (I + ∆I). Similarly,

the dimension of the output 3D real beamforming tensor is

changed from Q×I×2M to (Q+∆Q)×(I+∆I)×2M . Note

that the multi-layer SUNet still has this scalability, since the

judgement condition for the subpopulation selection strategy

of Function 2 in the EAS algorithm is that the architectures of

all layers of the SUNet satisfy Remarks 1 or 2 and cL = 2M .

D. Generality of EAS Algorithm

The core elements of the EAS algorithm are the subpopu-

lation selection strategy (Function 2) and parameter mapping
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SUNet ( EAS auto-
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1 2c M
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1 1 1 2w hp p

1 2c M

Fig. 2: A toy example of the single layer SUNet’s scalability.

strategy (Function 3). To be more specific, the subpopulation

selection strategy is designed to implement SBD in cell-free

systems, which is difficult to apply to search the architectures

of various other deep learning frameworks. However, note that

the subpopulation selection strategy is represented as Function

2. To apply the EAS algorithm to search the architectures of

various other deep learning frameworks, it is sufficient that

Function 2 is not called in Algorithm 1 (i.e., for Algorithm 1,

the 4th line becomes Pmid
0 ← P0, and the 14th line becomes

qsub
1 , qsub

2 ← q1, q2). On the other hand, the parameter mapping

strategy is designed based on the crossover and mutation

operations of the evolutionary computation. Obviously, in

addition to searching the architectures of the proposed SUNet

for SBD in cell-free systems, the proposed parameter mapping

strategy can be applied easily to search the architectures of

various other deep learning frameworks. In summary, the EAS

algorithm has good generality.

V. NUMERICAL RESULTS

In this section, numerical results are presented for the EAS

algorithm and SUNet in cell-free systems. We first introduce

the experimental environment and system parameters. Next,

the performance of the EAS algorithm is evaluated. Finally,

the scalable performance of the SUNet is evaluated.

A. Experimental Setup

The channel model is selected as the geographic location

channel model [5], which is widely utilized in the beam-

forming design. Unless otherwise specified, the number of

BSs and users are set to 16, and the number of BS and

user antennas are set to 4 and 2, respectively. The SUNet

and EAS algorithm are implemented by the PyTorch. For the

SUNet, the optimizer selects the Adam optimizer, where the

batch size, the learning rate and the number of layers are

set to 64, 0.1, and 5, respectively. For the EAS algorithm,

the population size Npop, the subpopulation size N sub
pop , the

maximum number of iterations Gmax, the crossover probability

pc and the mutation probability pm are set to 50, 25, 100, 0.8,

and 0.005, respectively. Besides, the training data Dtrain and

validation data Dval are set to 6400 and 640, respectively. 7

B. Performance Evaluation of EAS algorithm

The performance of the parameter mapping strategy in

Function 3 is first evaluated. The range of the convolutional

kernel size kwl × khl is from 1 × 1 to Q × I = 16 × 16,

and the range of the number of the convolutional kernels

cl is from 1 to 2M = 8. In order not to lose generality,

the architectures of the trained teacher model SUNettea are

selected as the middle value, i.e., kwl × khl = 7 × 7, cl = 4,

swl × shl = 1 × 1, pwl × phl = 3 × 3. When the architectures

and its corresponding parameters of SUNettea are mapped to

others, this usually includes four cases: increase the number

of convolution kernels cl, reduce the number of convolution

kernels cl, increase the size of convolution kernel kwl × khl ,

reduce the size of convolution kernel kwl × khl . To verify the

performance of the parameter mapping strategy in these four

cases, the comparison results of the SUNet based on the Xavier

initialization and the parameter mapping strategy initialization

are shown in Table II.

The Mapping in Table II represents using the parameter

mapping strategy as initial parameters. The Xavier in Table

II represents using the Xavier initializer [47] to generate

initial parameters, where the Xavier initializer is a common

initialization method for deep learning algorithms. By com-

paring the results of the SUNet in the Xavier initialization and

the parameter mapping strategy initialization, the number of

iterations H of the parameter mapping strategy initialization

is much smaller than that of the Xavier initialization, when

the fitness value reaches an approximate value. Thus, the

parameter mapping strategy effectively reduces the number of

iterations H in the training process of the SUNet. In addition,

based on Table II, the number of iterations H in Function 3

is selected to 40.

The evolutionary trajectories of the EAS algorithm are

shown in Fig.3. With the increase of iteration numbers, the

average fitness value of the EAS algorithm gradually increases

from 230 to about 270. When the number of iterations is about

50, the EAS algorithm converges.

The result of the SUNet being searched for the architectures

by the traditional NAS [44] is shown in Fig.4. Note that if

the dimension of the input 3D real channel tensor H3D
mod is

Q × I ×MN , then the output beamforming should be a 3D

real tensor with dimension Q × I × 2M for SBD in cell-

free systems. However, by applying the traditional NAS [44]

to search for the architectures of the SUNet, the dimension

of the output 3D real beamforming tensor is Q′ × I ′ ×M ′

when the 3D real channel tensor H3D
mod with dimension Q ×

7It is well known that a few samples and complex models with many
parameters usually increase the overfitting probability of neural networks [45],
[46]. However, the SUNet has a simple network that consists of only the CL,
BN and AL, where the number of parameters is also smaller due to the weight
sharing mechanism of the CL. Moreover, this simple network SUNet is also
sufficiently trained with 6400 samples. On the other hand, the SUNet adds a
BN layer after each CL to reduce the overfitting probability.
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TABLE II: Comparison results of the Xavier initialization and parameter mapping strategy initialization.

Increase the number of
convolution kernels cl

Reduce the number of
convolution kernels cl

Increase convolution
kernel size kw

l
× kh

l

Reduce convolution
kernel size kw

l
× kh

l

Mapping Xavier Mapping Xavier Mapping Xavier Mapping Xavier

The number of iterations H 35 63 37 66 32 59 38 70
Fitness value 235.21 235.42 232.26 232.38 235.78 235.94 230.35 230.49
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Fig. 3: Evolutionary trajectories of the EAS algorithm.
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Fig. 4: Result of traditional NAS [44] for the SUNet.

I ×MN is inputted, where Q′, I ′ and M ′ are not equal to

Q, I and 2M , respectively. In other words, the architectures

of the SUNet for applying the traditional NAS [44] to search

do not satisfy the requirement of SBD in cell-free systems.

This is because the traditional NAS [44] does not consider the

dimension changing relationship between the input channel

and the output beamforming. On the contrary, the proposed

EAS algorithm uses the subpopulation selection strategy to

take into account the dimension varying relationship between

the input channel and output beamforming, which guarantees

that the dimension of the output 3D real beamforming tensor

must be Q×I×2M when the dimension of the input 3D real

channel tensor H3D
mod is Q× I ×MN .

The sum rate performance at different number of users I and

BS antennas M is shown in Fig.5 and Fig.6, respectively. Since

the centralized WMMSE algorithm [5] is a stable solution

for the beamforming design, its sum rate can be taken as an

upper bound. Under the same conditions, the sum rate of the

SUNet (EAS auto-architecture search) is higher than those of

the SUNet (Manually setting architectures), DNNs [12], DRL
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Fig. 5: Sum rate at different number of users.
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Fig. 6: Sum rate at different number of BS antennas.

[15] and centralized ZF [48], approaching this upper bound.

This is because the SUNet (EAS auto-architecture search) is

automatically searched for the desired architectures by the

EAS algorithm. By contrast, the SUNet (Manually setting

architectures), DNNs [12] and DRL [15] set up the architec-

tures manually, which makes them difficult to find the desired

architectures, resulting in lower sum rate performance. The

centralized ZF [48] is a simple linear beamforming method

that does not take noise into account, which leads to lower sum

rate performance. On the other hand, although the sum rate

of the centralized WMMSE algorithm [5] is slightly higher

than that of the SUNet (EAS auto-architecture search), the
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centralized WMMSE algorithm [5] cannot be scalable because

it re-optimizes the parameters when scaling from the small-

to large-sized wireless networks. On the contrary, the SUNet

(EAS auto-architecture search) is scalable from the small-

to large-sized wireless networks without re-optimizing the

parameters, which significantly improves the computational

efficiency of the beamforming design.

C. Scalable Performance Evaluation of SUNet

In this subsection, the scalable performance of the SUNet

is evaluated, where the architectures of the SUNet are auto-

matically searched by the EAS algorithm.

1) Scaling to large area scenarios: When scaling to large

area scenarios, the results of the SUNet in the scalable and

traditional modes are shown in Table III. For the scalable

mode, the SUNet is first trained on the scenario with 16× 16
densities and 500× 500 size areas, then the number of users

and BSs are fixed, and finally the SUNet is not retrained

and directly scaled to other scenarios with different size areas

from 2 to 5 times. For the traditional mode, the SUNet is

retrained when the size areas change. As can be seen from

Table III, the time consumed by these four different size area

scenarios is similar, because the number of users and BSs

have not changed. In the scalable mode, when the size areas

are 5 times those of the training, the scalable sum rate of

the SUNet reaches about 96% of the centralized WMMSE

algorithm, but the consumed time is about 0.00063s. In the

traditional mode, the sum rate of the SUNet reaches about

98% of the centralized WMMSE algorithm in different size

area scenarios, but the spent time is about 642s. Although the

sum rate of the scalable mode is slightly lower than that of the

traditional mode, the scalable mode takes much less time than

the traditional mode. This also shows that the scalable mode

of the SUNet effectively improve the computational efficiency

of the beamforming design.

2) Scaling to both high density and large area scenarios:

When scaling to both high density and large area scenarios,

the results of the SUNet in the scalable and traditional modes

are shown in Table IV. For the scalable mode, the SUNet is

trained on the scenario with 16× 16 densities and 500× 500
size areas, then the SUNet is not retrained and directly scaled

to other scenarios with different densities and size areas from

2 to 5 times. For the traditional mode, the SUNet is retrained,

when the size areas and densities are changed. As can be

seen from Table IV, in the high density and large size area

scenarios, the sum rate of the traditional mode of the SUNet

reaches about 98% of the centralized WMMSE algorithm, but

the consumed time is higher and unaffordable. However, in the

scalable mode, when the size areas and the number of BSs and

users are 5 times those of the training, the scalable sum rate

of the SUNet reaches about 95% of the centralized WMMSE

algorithm, and the consumed time is merely 0.01617s. This

effectively solves the disadvantage of higher consumption time

in the traditional mode. In addition, by comparing the time

results of the traditional and scalable modes, the scalable

mode of the SUNet is more advantageous to improve the

computation efficiency of the beamforming design when the

TABLE III: The SUNet’s results in scalable and traditional

modes when scaling to other large area scenarios.

Mode (Q, I) Size (m2) Scalable sum rate
Sum rate of WMMSE

(%) Time (s)

Scalable (16,16)

1000× 1000 98.13 0.000631
1500× 1500 97.56 0.000632
2000× 2000 97.26 0.000631
2500× 2500 96.67 0.000633

Traditional (16,16)

1000× 1000 98.81 642.43
1500× 1500 98.68 642.54
2000× 2000 98.52 642.62
2500× 2500 98.45 642.51

TABLE IV: The SUNet’s results in scalable and traditional

modes when scaling to other high density and large area

scenarios.

Mode (Q, I) Size (m2) Scalable sum rate
Sum rate of WMMSE

(%) Time (s)

Scalable

(32, 32) 1000× 1000 97.73 0.00227
(48, 48) 1500× 1500 97.35 0.00524
(64, 64) 2000× 2000 96.69 0.01035
(80, 80) 2500× 2500 95.39 0.01617

Traditional

(32, 32) 1000× 1000 98.76 3317.83
(48, 48) 1500× 1500 98.59 7436.02
(64, 64) 2000× 2000 98.35 18240.48
(80, 80) 2500× 2500 98.13 89365.34

number of BSs and users are larger. That is, the scalable mode

of the SUNet is an effective way to deal with the scenarios

with a larger number of BSs and users.

VI. CONCLUSION

In this paper, the two architectural conditions of the SUNet

are given based on the beamforming characteristics. As long

as these two architectural conditions are met, the SUNet

achieves SBD for cell-free systems. Meanwhile, the EAS

algorithm applies the subpopulation selection strategy to make

the searched architectures satisfy these two architectural condi-

tions, which avoids the labor-intensive task of manually setting

the architectures. Additionally, the EAS algorithm uses the

parameter mapping strategy to reduce the number of iterations

in the training process of the SUNet. Finally, the experimental

results show that the scalable sum rate of the SUNet reaches

95% of the WMMSE algorithm, when the size areas as well as

the number of BSs and users are 5 times of these in training.

The experimental results also show that the scalable mode of

the SUNet is an effective way to deal with the scenarios with

a larger number of BSs and users.
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